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i j) = 0 (the angle sum is � ), Eq. (13) follows.
One finds also (in view of Eq. (3)) @ui
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Using this, it is straightforward to derive Eq. (9) from Eq. (7).

C Hessian of E
To show Eq. (10) for the Hessian of E, note that (Hess E · � u)i is
the derivative of the ith component of grad E in the direction � u.
Since

(grad E)i =
1
2
bΘi −

1
2

∑

ti jk3vi
�̃ i

jk,

and bΘi is constant, we are done once we have shown that the
first-order change in �̃ i

jk is

� �̃ i
jk =

1
2

cot �̃ j
ki(� uk − � ui) +

1
2

cot �̃ k
i j(� u j − � ui). (14)

To derive this relation between � �̃ and � u, we start with the
sine theorem: l̃ i j =̃lki = sin �̃ k

i j=sin �̃ j
ki . (Alternatively one could

start with the cosine theorem, compare [Ben-Chen et al. 2008],
App. A.) Take the logarithm on both sides to get

(�̃ i j − �̃ ki)=2= log sin �̃ k
i j − log sin �̃ j

ki

and, for the first-order changes,

(� �̃ i j − � �̃ ki)=2= cot �̃ k
i j � �̃ k

i j − cot �̃ j
ki � �̃ j

ki .

Since � �̃ i j = � ui + � u j and � �̃ ki = � uk + � ui , one obtains

(� u j − � uk)=2= cot �̃ k
i j � �̃ k

i j − cot �̃ j
ki � �̃ j

ki ,

and two other such equations through cyclic permutation of
i jk. These three linear equations for � �̃ k

i j , � �̃ i
jk, � �̃ j

ki , are lin-
early dependent (they sum to zero). Two of them together with
� �̃ i

jk + � �̃ j
ki + � �̃ k

i j = 0 form a linear system of equations which
determines � �̃:
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Using the addition theorems for sine and cosine one shows
det A=−1. Applying Cramer’s rule then yields

� �̃ i
jk =−det

 

1
2 (� u j−� ui ) − cot �̃ j

ki 0

1
2 (� ui−� uk) 0 cot �̃ k

i j
0 1 1

!

which is Eq. (14).

D Circumcircle Preserving Projective Maps
Consider two triangles 4, 4̃ in the plane with respective Eu-
clidean vertex coordinates pi = (x i , yi) and p̃i = ( x̃ i , ỹi), and let
li j = ‖pi − p j‖ and l̃ i j = ‖p̃i − p̃ j‖ be the edge lengths. Define ui
by (5) so that (2) holds. In homogeneous coordinates, pi and p̃i
are represented by the vectors wi = (x i , yi , 1) and w̃ i = ( x̃ i , ỹ i , 1).
The projective transformations mapping 4 to 4̃ come from the
linear transformations f : R3→ R3 of homogeneous coordinates
with f (wi) = ai w̃ i where ai ∈ R>0 .

Proposition. The projective transformation corresponding to such
a linear transformation f maps the circumcircle of4 to the circum-
circle of 4̃ if and only if a1, a2, a3 are chosen proportional to e−u1 ,
e−u2 , e−u3 .

Proof. In homogeneous coordinates w = (x , y, z), the circumcir-
cle of 4 is described by the equation q(w) = 0 where q(w) is the
quadratic form q(w) = x2 + y2 + 2cxz + 2d yz + ez2 with c, d, e
determined by the conditions q(wi) = 0. Similarly, let q̃(w̃) be
the quadratic form describing the circumcircle of 4̃. The circum-
circle of4 is mapped to the cirumcircle of 4̃ if q(w) is up to some
constant factor � identical to q̃( f (w)), i.e. q(w) = � · q̃( f (w)),
or equivalently, if the corresponding symmetric bilinear forms
b(w, w′), b̃(w̃, w̃′) satisfy b(w, w′) = � · b̃( f (w), f (w′)). This is
the case iff b(wi , w j) = � · b̃(ai w̃ i , a j w̃ j), because the wi form a
basis for R3. But since

l2
i j = q(wi −w j) = q(wi)− 2b(wi , w j) + q(w j) =−2b(wi , w j)

and similarly l̃2
i j = −2b̃(wi , w j), this is equivalent to l2

i j =
� ai a j l̃

2
i j , and, using (2), to ai = � −1=2 e−ui .

E Minimal Distortion
Let M be a smooth connected oriented 2-manifold with boundary,
equipped with a Riemannian metric g. If g̃ is a conformally
equivalent metric as in Eq. (1), then the Gaussian curvatures
K , eK of g and g̃ are related by Eq. (11). Thus, the metric g̃ is flat
if u is a solution of the Poisson equation (12).

Now how can one measure the distortion caused by a conformal
change of metric? If u is constant, the new metric differs from
the old one only by a global change of scale, which we do not
consider as distortion. A reasonable measure for the distortion is
therefore the Dirichlet energy of u

D(u) = 1
2

∫

M
du∧ ∗du= 1

2

∫

M
g(grad u, gradu) dA

which measures “how much u changes.”
Theorem. Among all conformally equivalent flat metrics g̃, the
ones with least distortion are obtained if u is a solution for the
Poisson equation (12) with u|@M = const.

Note that this measure of distortion is symmetric: Interchanging
g and g̃ does not change the distortion. Note also that different
choices for the constant boundary value change the solution
g̃ only by a global scale factor, so one might as well choose
u|@M = 0.

To prove the theorem, we proceed as usual in the calculus of
variations. Suppose g̃ is flat and consider a variation of g̃ within
the space of conformally equivalent flat metrics, i.e., a variation
u̇ of u with ∆u̇= 0. Then the variation of the Dirichlet energy is

Ḋ =
∫

M
g(grad u, grad u̇) dA=

∫

@M
u · g(grad u̇, N) ds,

where N is the outward pointing unit normal vector field on
the boundary. As u̇ ranges over all smooth harmonic functions,
g(grad u̇, N) ranges over all smooth functions h : @M → R satis-
fying

∫

@M
hds = 0. (15)

Indeed, precisely for all h satisfying (15), there is a harmonic u̇
with g(grad u̇, N) = h on @M : This is just the Neumann boundary
value problem for Laplace’s equation.

So g̃ is a critical point of the Dirichlet energy under variations
within the space of conformally equivalent flat metrics iff

∀h satisfying Eq. (15) :
∫

@M
u · h ds = 0.

This is clearly the case if u|@M is constant. To complete the
argument, suppose that u|@M is not constant, so u(p1) > u(p2) for
some p1, p2 ∈@M . Then, by continuity, there are neighborhoods
U1, U2 of p1 and p2 such that u(q1) > u(q2) for all q1 ∈ U1 and
q2 ∈ U2. Finally, consider a bump function h which is positive
only inside U1, negative only inside U2, and zero everywhere else,
and which satisfies (15) to see that u cannot be critical.
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Chapter 11:

Abstract
Discrete Laplace operators are ubiquitous in applications spanning geometric modeling to simulation. For robust-
ness and efficiency, many applications require discrete operators that retain key structural properties inherent to
the continuous setting. Building on the smooth setting, we present a set of natural properties for discrete Laplace
operators for triangular surface meshes. We prove an important theoretical limitation: discrete Laplacians can-
not satisfy all natural properties; retroactively, this explains the diversity of existing discrete Laplace operators.
Finally, we present a family of operators that includes and extends well-known and widely-used operators.

1. Introduction

Discrete Laplace operators on triangular surface meshes
span the entire spectrum of geometry processing appli-
cations, including mesh filtering, parameterization, pose
transfer, segmentation, reconstruction, re-meshing, com-
pression, simulation, and interpolation via barycentric coor-
dinates [Tau00, Zha04, FH05, Sor05].

In applications one often requires certain structural prop-
erties of discrete Laplacians—such as symmetry, sparsity,
linear precision, positivity, and convergence—requirements
that are motivated by an attempt to keep properties of the
continuous case, leading to a large and diverse pool of dis-
crete versions. What is missing is a characterization of this
vast pool by means of a unified conceptual treatment.

As a step toward such a unified treatment, we describe a
set of natural properties for discrete Laplace operators on tri-
angular surface meshes (§2). Building on a century-old theo-
rem by Maxwell and Cremona [Max64,Cre90], we prove an
important theoretical limitation: not all the natural proper-
ties can be satisfied simultaneously, i.e., a ‘perfect’ discrete
Laplacian does not exist (§3). This result imposes a taxon-
omy on all discrete Laplacians, by considering those proper-
ties that they fail to respect. Retroactively, this explains the
diversity of existing Laplacians proposed in the literature,
as different applications are bound to choose different op-
erators. We complement this analysis with a framework for
constructing sparse symmetric discrete Laplacians (§4).

† e-mail: wardetzky@mi.fu-berlin.de, eitan@cs.columbia.edu

1.1. Properties of smooth Laplacians

Consider a smooth surface S, possibly with boundary,
equipped with a Riemannian metric, i.e., an intrinsic no-
tion of distance. Let the intrinsic L2 inner product of func-
tions u and v on S be denoted by (u,v)L2 =

R
S uv dA, and let

∆ =−divgrad denote the intrinsic smooth Laplace-Beltrami
operator [Ros97]. We list salient properties of this operator:

(NULL) ∆u = 0 whenever u is constant.

(SYM) Symmetry: (∆u,v)L2 = (u,∆v)L2 whenever u and v
are sufficiently smooth and vanish along the boundary of S.

(LOC) Local support: for any pair p "= q of points, ∆u(p) is
independent of u(q). Altering the function value at a distant
point will not affect the action of the Laplacian locally.

(LIN) Linear precision: ∆u = 0 whenever S is part of the
Euclidean plane, and u = ax + by + c is a linear function on
the plane.

(MAX) Maximum principle: harmonic functions (those for
which ∆u = 0 in the interior of S) have no local maxima (or
minima) at interior points.

(PSD) Positive semi-definiteness: the Dirichlet energy,
ED(u) =

R
S ‖gradu‖2 dA, is non-negative. By our choice of

sign for ∆, we obtain ED(u) = (∆u,u)L2 ≥ 0 whenever u is
sufficiently smooth and vanishes along the boundary of S.

In applications, one often requires a discrete Laplacian
having properties corresponding to (some subset of) the
properties listed above.
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2. Discrete Laplacians

Discrete Laplacians defined Consider a triangular surface
mesh Γ, with vertex set V , edge set E, and face set F . We
define a discrete Laplace operator on Γ by its linear action
on vertex-based functions,

(Lu)i = ∑
j

ωi j(ui−u j) , (1)

where i and j refer to vertex labels. Note that (1) automat-
ically implies that L satisfies (NULL). Vice-versa, any lin-
ear operator on function values at vertices, (Lu)i = ∑ j li ju j,
which vanishes on constants, satisfies 0 = ∑ j li j, and can
hence be written as in (1) by setting ωi j =−li j. The proper-
ties of L are encoded by the coefficient matrix, (ωi j).

Desired properties for discrete Laplacians We describe a
set of natural properties for discrete Laplacians. Each prop-
erty is primarily motivated by a core structural property of
the smooth Laplacian, but where possible we attempt to pro-
vide additional geometric and physical intuition.

SYMMETRY (SYM): ωi j = ω ji. Motivation: Real sym-
metric matrices exhibit real eigenvalues and orthogonal
eigenvectors.

LOCALITY (LOC): Weights are associated to mesh edges
(1-ring support), so that ωi j = 0 if i and j do not share an
edge in Γ. Changing the function value u j will not alter the
Laplacian’s action (Lu)i, if i and j do not share an edge. Mo-
tivation: Smooth Laplacians govern diffusion processes via
ut = −∆u. When discretized via random walks on graphs,
(ωi j) are transition probabilities along edges of Γ.

LINEAR PRECISION (LIN): (Lu)i = 0 at each interior ver-
tex whenever Γ is straight-line embedded into the plane and
u is a linear function on the plane, point-sampled at the ver-
tices of Γ. This is equivalent to requiring that

0 = (Lx)i = ∑
j

ωi j(xi−x j) (2)

for all interior vertex labels i, where x ∈ R2|V | denotes the
vector of positions of the |V | vertices of Γ in the plane†.
Motivation: In graphics applications, (2) is desirable for
(i) de-noising, where one expects to remove normal noise
only but not to introduce tangential vertex drift [DMSB99],
(ii) parameterization, where one expects planar regions to
remain invariant under parameterization [FH05], and (iii)
plate bending energies, which must vanish for flat config-
urations [WBH∗07].

POSITIVE WEIGHTS (POS): ωi j ≥ 0 whenever i "= j. Ad-
ditionally we require that for each vertex i there exists at

† The equivalence follows from observing that (2) implies that L
vanishes on two linear functions, the x− and y−coordinates. Since
L vanishes on constants by definition, it follows that it vanishes on
all linear functions.

least one vertex j such that ωi j > 0. Motivation: (i) (POS)
is a sufficient condition for a discrete maximum principle
(recall (MAX) from the smooth case). (ii) Physically, in dif-
fusion problems corresponding to ut = −∆u, (POS) assures
that flow travels from regions of higher to regions of lower
potential, not vice-versa. (iii) (POS) establishes a connection
to barycentric coordinates by setting

λi j =
ωi j

∑ j "=i ωi j
so that ∑

j "=i
λi j = 1 .

Indeed, u is discrete harmonic ((Lu)i = 0 at all inte-
rior vertices) if and only if ui is a convex combination
of its neighbors (ui = ∑ j "=i λi ju j). (iv) The combination
(LOC)+(LIN)+(POS) is related to Tutte’s embedding theo-
rem for planar graphs [Tut63, GGT06]: positive weights as-
sociated to edges yield a straight-line embedding of an ab-
stract planar graph. For fixed boundary vertices, this embed-
ding is unique, and it satisfies (LIN) by construction.

POSITIVE SEMI-DEFINITENESS (PSD): L is symmetric
positive semi-definite with respect to the standard inner
product and has a one-dimensional kernel. Motivation: The
non-negative discrete Dirichlet energy is given by ED(u) =
∑i, j ωi j(ui−u j)2. Note that (SYM) and (POS) imply (PSD),
but (PSD) does not imply (POS).

CONVERGENCE (CON): Ln → ∆, in the sense that solu-
tions to the discrete Dirichlet problem, involving Ln, con-
verge to the solution of the smooth Dirichlet problem, in-
volving ∆, under appropriate refinement conditions and in
appropriate norms [HPW06]. Motivation: (CON) is indis-
pensable when seeking to approximate solutions to PDEs.

Examples We briefly survey several Laplacians used
in computer graphics. Purely combinatorial Lapla-
cians [Zha04], such as the umbrella operator (ωi j = 1
iff vertex i and j share edge) and the Tutte Laplacian,
(ωi j = 1/di, where di denotes the valence of vertex i) fail
to be geometric, i.e., they violate (LIN). Floater’s mean
value weights and the Wachspress coordinates are widely
used for mesh parameterization [FH05], but violate (SYM)
and (CON). The ubiquitous cotan weights [PP93] and their
variants, commonly used for mesh de-noising, violate (POS)
on general meshes.

To resolve cotan’s violation of (POS), [BS05] uses the in-
trinsic Delaunay triangulation of the polyhedral surface, at
the cost of violating (LOC). One could alter the definition of
(LOC) so that it refers to the intrinsic Delaunay triangulation
instead of the input mesh, Γ (in general these two triangu-
lations have differing edges). Even so, an extended notion
of locality would be violated: there is no universal (input-
independent) integer k, such that the Delaunay edges inci-
dent to i can be computed from the knowledge only of a
k-neighborhood of i in Γ. We refer to §3.3 for further dis-
cussion, and summarize the situation:
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Figure 1: Left: Primal graph (solid lines) and orthogonal dual (dashed lines), with edge ei j and its dual highlighted. The dark shaded region
defines the dual cell, !i. Middle: Mean value weights correspond to dual edges tangent to the unit circle around the center vertex. Right: The
projection of the Schönhardt polytope is not regular, so it does not allow for a discrete Laplacian satisfying (SYM)+(LOC)+(LIN)+(POS).

SYM LOC LIN POS PSD CON

MEAN VALUE ◦ • • • ◦ ◦
INTRINSIC DEL • ◦ • • • ?

COMBINATORIAL • • ◦• • ◦
COTAN • • •◦ • •

Observe that none of the Laplacians considered in graph-
ics fulfill all desired properties. Even more: none of them
satisfy the first four properties. This is not a coincidence:

3. No free lunch

Main result Not all meshes admit Laplacians satisfying
properties (SYM), (LOC), (LIN), and (POS) simultaneously.

We prove our main result by interpreting a theorem known
to Maxwell and Cremona [Max64, Cre90]. Our contribution
is to relate their classical result to the study of discrete Lapla-
cians (and barycentric coordinates) in graphics. While the
technical tools used here are not new, we use them in de-
veloping the central obstruction to the existence of ‘perfect’
discrete Laplacians.

As a first step of deriving this obstruction (§3.1),
we establish a correspondence between properties
(SYM)+(LOC)+(LIN) and orthogonal (reciprocal)
dual graphs, based on the Maxwell-Cremona theorem.
In a second step (§3.2), we show that orthogonal duals
which additionally satisfy (POS) correspond to regular
triangulations. Since not every mesh is regular, it follows
that general meshes do not admit Laplacians that satisfy
(SYM)+(LOC)+(LIN)+(POS).

3.1. Geometric Laplacians and orthogonal dual graphs

Maxwell-Cremona view One may view the weights, ωi j ,
as stresses on a planar framework (with ωi j > 0 correspond-
ing to pulling stresses and ωi j < 0 for pushing stresses).
Then (2) is the Euler-Lagrange equation of the equilibrium
state of the framework when all boundary vertices are held
fixed. The Maxwell-Cremona theorem states that the frame-
work is in equilibrium if and only if there exists a orthogonal
(reciprocal) dual framework.

Orthogonal duals Consider a planar graph, Γ, embedded
into the plane with straight edges that do not cross. An
orthogonal dual is a realization of the dual graph, Γ∗ =
(V∗,E∗,F∗) = (F,E,V ), in the plane, with straight edges
orthogonal to primal edges (viewed as vectors in the plane)‡,
see Figure 1-left.

To relate orthogonal duals to our properties, first consider
a Laplacian on Γ that satisfies (SYM)+(LOC)+(LIN). For
each primal edge ei j of Γ, viewed as a vector in the plane,
we can define a corresponding dual edge by

!ei j = R90(ωi jei j) ,

where R90 denotes rotation by 90 degrees in the plane. In
general, dual edges do not necessarily form closed cycles
when moving around an interior primal vertex, i.e., in gen-
eral, ∑ j !ei j "= 0. However, in our case, it is straightforward
to check that (2) provides exactly the requisite cycle con-
dition. Therefore, we obtain a realization of the dual graph
in the plane whose edges are orthogonal to primal edges
(viewed as vectors in the plane). Observe that the (straight)
edges of Γ∗ are allowed to cross because we allow for nega-
tive (primal) weights.

Vice versa, consider a pair (Γ,Γ∗) of a primal graph and
a corresponding orthogonal dual, both embedded into the
plane with straight edges. We obtain weights per primal edge
via

ωi j :=
|! ei j|
|ei j|

. (3)

Here, |ei j| denotes the usual Euclidean length, and | ! ei j|
denotes the signed Euclidean length of the dual edge. The
sign is obtained as follows. The dual edge, !ei j, connects
two dual vertices ! f1 and ! f2, corresponding to the primal
faces f1 and f2. The sign of | ! ei j| is positive if along the
direction of the ray from ! f1 through ! f2, the primal face f1

‡ Our definition of orthogonal duals is different from the one
of [Aur87] who considers what we call positive orthogonal duals
here.
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lies before f2. The sign is negative otherwise. With this sign
convention, one readily checks that (3) implies (2). We there-
fore obtain a Laplacian satisfying (SYM)+(LOC)+(LIN).

Examples Discrete Laplacians derived from orthogonal du-
als on arbitrary (including non-planar) triangular surfaces
were recently introduced in [Gli05], however, without not-
ing the equivalence to (SYM)+(LOC)+(LIN) in the planar
case. A prominent example of orthogonal duals are the cotan
weights [PP93], which (as noted in [DHLM05]) arise from
assigning dual vertices to circumcenters of primal triangles.

If we drop (SYM) from the previous discussion, we still
obtain an orthogonal dual face per primal vertex, although
these dual faces no longer fit into a consistent dual graph.
When the dual edges all have positive length, we obtain
an operator satisfying (LOC)+(LIN)+(POS) but not (SYM).
[FHK06] explored a subspace of this case: a one-parameter
family of linear precision barycentric coordinates, includ-
ing mean value and Wachspress coordinates (see Figure 1-
middle). [LBS06] showed that each member of this family
corresponds to a specific choice of orthogonal dual face per
primal vertex.

3.2. Positive Laplacians and regular triangulations

We now show the central obstruction: A triangulation
of the plane allows for discrete Laplacians which satisfy
(SYM)+(LOC)+(LIN)+(POS) if and only if the triangula-
tion is regular.

While there are various equivalent definitions of regu-
larity [Ede01], the above obstruction immediately follows
when combining the previous discussion with an observa-
tion of Aurenhammer [Aur87]: a straight-line triangulation
of the plane is regular if and only if it allows for a positive
orthogonal dual, i.e., a dual with positive weights, ωi j. Un-
fortunately, an arbitrary input mesh, Γ, is not guaranteed to
be regular, see Figure 1-right. This completes the proof of
our main result: there are no ’perfect’ discrete Laplacians
for general meshes.

3.3. Discussion

Extended notion of locality To encompass additional pos-
sibilities for discrete operators, one could consider extend-
ing (LOC) from 1-rings to k-rings for some fixed k > 1, i.e.,
where ωi j is allowed to be non-zero if i and j are no more
than k edges apart. Such an extension would accommodate,
e.g., methods using higher-order basis functions. The Lapla-
cians provided in [Xu04], based on Loop subdivision bases,
use k = 2, but they break (SYM) and (POS). We conjecture,
but do not prove, that extending (LOC) to k > 1 does not
remove the fundamental obstruction to a perfect Laplacian.

Regularity-restoring approaches Motivated by [BS05],
one could attempt to circumvent the central obstruction to
perfect Laplacians by considering an algorithm that first

modifies the input (Γ) mesh combinatorics to ensure regular-
ity. One might then modify the definition of (LOC) to refer to
the intrinsic triangulation rather than Γ. We discuss this pos-
sibility and conjecture that this route violates another notion
of locality of the Laplacian, which we call (LOC2): the exis-
tence of a universal (mesh-independent) integer k such that
the weights ωi j can be computed from the k-neighborhood
of i in the original triangulation Γ.

As in the planar picture, one can turn any (non-flat) tri-
angular mesh into a regular one without changing its in-
trinsic structure by intrinsic edge flips [Gli05, FSBS]. Af-
ter regularity has been restored via intrinsic edge flips,
one could redefine (LOC) with respect to the intrinsic tri-
angulation, rather than Γ, to obtain Laplacians satisfying
(SYM)+(LOC)+(LIN)+(POS). Unfortunately, for the spe-
cific case of an intrinsic Delaunay re-triangulation of Γ, we
observed in §2 that (LOC2) would still be violated.

We conjecture that any approach that intrinsically re-
stores regularity must violate (LOC2). Our belief stems from
the link between regularity and weighted Delaunay trian-
gulation [Ede01]: given a weighted Delaunay triangulation,
when a vertex (arbitrarily far away from a given vertex i)
is moved, the restoration of the weighted-Delaunay invari-
ants can require re-tessellation or re-assignment of weights
locally around i.

3.4. Taxonomy of the literature
In hindsight, our result explains the diversity of discrete
Laplacians considered in graphics, each application choos-
ing the subset of properties closest tailored to their needs:
dropping (LOC) yields intrinsic (weighted) Delaunay (or
meshless) Laplacians, dropping (SYM) gives rise to barycen-
tric coordinates, dropping (LIN) yields combinatorial Lapla-
cians, and dropping (POS) gives rise to cotan weights and
their generalization (3).

4. General construction for discrete Laplacians
In this final section, we offer a framework for construct-
ing discrete Laplacians using adjoint operators and L2 inner
products. We show that (SYM) and (LOC) arise from choos-
ing diagonal inner products, (LOC2) holds if inner products
depend only on local k-neighborhoods of Γ, (POS) corre-
sponds to inner products with positive entries, (PSD) arises
from positive semi-definite inner products, and (LIN) corre-
sponds to a geometric choice.

Construction It is known from the continuous setting that
the Laplacian on functions can be written as ∆ = δdu, where
d denotes the usual metric-free derivative taking 0-forms
(functions) to 1-forms, and δ is the adjoint operator, taking
1-forms to 0-forms. Using L2 inner products, δ is defined by
the identity (du,α)L2

1
= (u,δα)L2

0
, where u is a function and

α is a 1-form. Notice that d is defined independent of any
metric, whereas δ cannot be defined without a metric. For
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the Laplacian we obtain

(∆u,v)L2
0
= (δdu,v)L2

0
= (du,dv)L2

1
. (4)

In the discrete case, we identify 0-forms with values at
vertices, and 1-forms with values at edges. The metric-
independent derivative, d, taking 0-forms to 1-forms is

(du)(ei j) = u j−ui .

It remains to define the adjoint operator, δ. As before, its def-
inition is metric-dependent. Denoting edge lengths by |e|, we
obtain L2 inner products for 0-forms and 1-forms by sum-
ming over all vertex pairs ( j, j′), respectively all edge pairs
(e,e′):

(u,v)L2
0
= ∑

j, j′
m j j′u jv j′ and (α,β)L2

1
= ∑

e,e′
lee′

α(e)
|e|

β(e′)
|e′| .

Notice that the square matrix (m j j′) is vertex-based, while
the square matrix (lee′) is edge-based. In the specific case
of diagonal matrices, we can treat (lee′) as vertex-based by
setting li j := lei jei j . From (4) we obtain

(Lu)i := (∆u,1i)L2
0
= mii(∆u)i = ∑

j

li j

|ei j|2
(
ui−u j

)
, (5)

where 1i is the discrete Dirac delta function, which has unit
value at vertex i and vanishes on all others. Observe that by
appropriate choice of inner products, li j, we recover all dis-
crete Laplacians (1) which satisfy (LOC) and (SYM).

Properties Observe that (LOC) and (SYM) are satisfied au-
tomatically in (5), (LOC2) holds if li j can be computed from
local mesh information, (POS) is equivalent to li j ≥ 0, and
(PSD) is equivalent to (du,du)L2

1
≥ 0 with equality only if

u is constant. Finally, (LIN) corresponds to geometric inner
products. To see this, recall from §3.1 that (LIN) corresponds
to orthogonal duals. The geometric view is obtained by set-
ting mii = | ! i| (area of the dual cell), and li j = | ! ei j||ei j|
(where | ! ei j| is signed length), exactly reproducing the
weights of (3).

As a concluding remark we note that our inner product
view generalizes the approach of [DHLM05], which con-
structs δ and ∆ from a discrete Hodge star, based on cir-
cumcentric duals. Indeed, while it is straightforward to gen-
eralize the Hodge star framework of [DHLM05] from cir-
cumcentric to arbitrary orthogonal duals, it is not obvious
whether this approach generalizes to Laplacians not arising
from a dual mesh. In contrast, our inner product view is en-
tirely primal-based, with the use of a dual mesh restricted to
a special (geometric) case.

Acknowledgments We would like to thank Herbert Edelsbrun-
ner and Jonathan Shewchuk for their insight on weighted-Delaunay
triangulations, David Glickenstein for sharing his expertise on or-
thogonal duals, and the reviewers and Miklós Bergou for valuable
feedback. This work was supported in part by the DFG Research
Center MATHEON in Berlin and the NSF (MSPA Award No. IIS-
05-28402, CSR Award No. CNS-06-14770, CAREER Award No.
CCF-06-43268).

References

[Aur87] AURENHAMMER F.: A criterion for the affine equiva-
lence of cell complexes and convex polyhedra. Discrete Comp.
Geom. 2 (1987), 49–64.

[BS05] BOBENKO A. I., SPRINGBORN B. A.: A dis-
crete Laplace-Beltrami operator for simplicial surfaces.
arXiv:math.DG/0503219.

[Cre90] CREMONA L.: Graphical statics (Transl. of Le figure re-
ciproche nelle statica graphica, Milano, 1872). Oxford Univer-
sity Press, 1890.

[DHLM05] DESBRUN M., HIRANI A., LEOK M., MARSDEN
J. E.: Discrete exterior calculus. arXiv:math.DG/0508341.

[DMSB99] DESBRUN M., MEYER M., SCHRÖDER P., BARR
A. H.: Implicit fairing of irregular meshes using diffusion and
curvature flow. SIGGRAPH (1999), 317–324.

[Ede01] EDELSBRUNNER H.: Geometry and topology for mesh
generation. Cambridge University Press, 2001.

[FH05] FLOATER M. S., HORMANN K.: Surface Parameteriza-
tion: A Tutorial and Survey. In Advances in Multiresolution for
Geometric Modeling. 2005, pp. 157–186.

[FHK06] FLOATER M. S., HORMANN K., KÓS G.: A general
construction of barycentric coordinates over convex polygons.
Adv. Comp. Math. 24, 1–4 (2006), 311–331.

[FSBS] FISHER M., SPRINGBORN B., BOBENKO A. I.,
SCHRÖDER P.: An algorithm for the construction of intrinsic De-
launay triangulations with applications to digital geometry pro-
cessing. Computing. To appear.

[GGT06] GORTLER S. J., GOTSMAN C., THURTSON D.: Dis-
crete one-forms on meshes and applications to 3D mesh parame-
terization. Computer Aided Geometric Design 23, 2 (2006), 83–
112.

[Gli05] GLICKENSTEIN D.: Geometric triangulations and dis-
crete Laplacians on manifolds. arxiv:math.MG/0508188.

[HPW06] HILDEBRANDT K., POLTHIER K., WARDETZKY M.:
On the convergence of metric and geometric properties of poly-
hedral surfaces. Geometricae Dedicata 123 (2006), 89–112.

[LBS06] LANGER T., BELYAEV A., SEIDEL H.-P.: Spheri-
cal barycentric coordinates. In Siggraph/Eurographics Sympos.
Geom. Processing (2006), pp. 81–88.

[Max64] MAXWELL J. C.: On reciprocal figures and diagrams of
forces. Phil. Mag. 27 (1864), 250–261.

[PP93] PINKALL U., POLTHIER K.: Computing discrete minimal
surfaces and their conjugates. Experim. Math. 2 (1993), 15–36.

[Ros97] ROSENBERG S.: The Laplacian on a Riemannian mani-
fold. No. 31 in Student Texts. London Math. Soc., 1997.

[Sor05] SORKINE O.: Laplacian mesh processing. Eurographics
STAR - State of The Art Report (2005), 53–70.

[Tau00] TAUBIN G.: Geometric signal processing on polygonal
meshes. Eurographics STAR - State of The Art Report (2000).

[Tut63] TUTTE W. T.: How to draw a graph. Proc. London Math.
Soc. 13, 3 (1963), 743–767.

[WBH∗07] WARDETZKY M., BERGOU M., HARMON D.,
ZORIN D., GRINSPUN E.: Discrete Quadratic Curvature En-
ergies. Computer Aided Geometric Design (2007). To appear.

[Xu04] XU G.: Discrete Laplace-Beltrami operators and their
convergence. Computer Aided Geometric Design 21, 8 (2004),
767–784.

[Zha04] ZHANG H.: Discrete combinatorial Laplacian operators
for digital geometry processing. In Proc. SIAM Conf. Geom. De-
sign and Comp. (2004), pp. 575–592.

© The Eurographics Association 2007.

Discrete Differential Geometry: An Applied Introduction (Desbrun, Grinspun, Schröder, Wardetzky) SIGGRAPH Asia 2008

94



Chapter 12:
Discrete Geometric Mechanics for Variational Time Integrators

Ari Stern Mathieu Desbrun

Caltech

Abstract

In this chapter, we present a geometric—instead of a traditional
numerical-analytic—approach to the problem of time integration.
Geometry at its most abstract is the study of symmetries and their
associated invariants. Variational approaches based on such notions
are commonly used in geometric modeling and discrete differen-
tial geometry. Here we will treat mechanics in a similar way. In-
deed, the very essence of a mechanical system is characterized by
its symmetries and invariants. Thus preserving these symmetries
and invariants (e.g., certain momenta) into the discrete computa-
tional setting is of paramount importance if one wants discrete time
integration to properly capture the underlying continuous motion.
Motivated by the well-known variational and geometric nature of
most dynamical systems, we review the use of discrete variational
principles as a way to derive robust, and accurate time integrators.

1 Introduction

Prediction is difficult, especially of the future.

—Mark Twain

Time Evolution of Dynamical Systems Time evolving phe-
nomena such as the swinging of a clock pendulum, the bouncing of
a soft ball on the floor, or even biological systems and stock market
indicators are often modeled (i.e., studied and understood) as dy-
namical systems. Mathematical models of the evolution in time of
these systems generally involve systems of differential equations.
Solving a physical system means figuring out how to move the sys-
tem forward in time from a set of initial conditions, allowing the
computation of, for instance, the trajectory of the soft ball (i.e., its
position as a function of time) thrown onto the floor. Although
this example can easily be solved analytically, direct solutions of
the differential equations governing a system are generally hard or
impossible—we need to resort to numerical techniques to find a
discrete temporal description of a motion. Consequently, there has
been a significant amount of research in applied mathematics on
how to deal with some of the most useful systems of equations,
leading to a plethora of numerical schemes with various proper-
ties, orders of accuracy, and levels of complexity of implementation
(see [Press et al. 1992] for a general overview).

Accurate vs. Qualitative Integrators While it is unavoidable
to make approximations in numerical algorithms (i.e., to differ from
the continuous equivalent), the matter becomes whether the numer-
ics can provide satisfactory results. The notion of satisfactory is,
however, objective-dependent. If simulation is used for the design
of a plane wing through a series of tests over a wide range of situa-
tions, qualitative reproduction of the wing behavior may be prefer-
able over absolute numerical accuracy. If, however, simulation is
used to find the proper launch parameters for a satellite to be put
at a particular orbit, accurate results are crucial. This apparent mis-

match in objectives has been, historically, aggravated by the cultural
gap existing between applied and theoretical communities. We will
show that in fact, one does not have to ask for either predictability
or accuracy: simple methods exist that guarantee good statistical
predictability by respecting the geometric properties of the exact
flow of the differential equations, while being also easily rendered
arbitrarily accurate.

Animation, or Simulation? In Computer Animation, time in-
tegrators are crucial computational tools at the core of most physics-
based animation techniques. Animating a rigid body for instance
uses the principles of classical mechanics, involving second or-
der differential equations. In their most rudimentary form, these
principles express the relationship between forces acting on the
body and its acceleration given by Newton’s laws of motion. From
these equations of motion, classical time integrators (such as fourth-
order Runge-Kutta, implicit Euler, and more recently the Newmark
scheme) have been methods of choice in practice [Parent 2001;
Hauth et al. 2003] to result in motions with good visual behavior—
arguably, the top priority in graphics. Nonetheless, allowing the
equations of motion to be slightly violated is commonly used to
better control the resulting animation [Barzel et al. 1996], as long
as it still looks visually plausible. In other words, local accuracy
can be tinkered with just as long as the motion is still “globally”
right.

Goals In this chapter, we provide an introduction to geometric
mechanics, first from a continuous, then from a discrete point of
view. Departing sharply from traditional numerical-analytic expo-
sitions, we point out how respecting the geometry of mechanics is
not only natural, but it provides simple and powerful foundations
for the design of robust time integrators. In particular, we will in-
troduce the notion of variational integrators as a class of solvers
specifically designed to preserve this underlying physical structure,
even for large time steps that would produce overdamped or diverg-
ing results with more traditional methods.

2 Geometric Approach to Mechanics

Dynamics as a Variational Problem Considering mechan-
ics from a variational point of view goes back to Euler, Lagrange
and Hamilton. The form of the variational principle most important
for continuous mechanics is due to Hamilton, and is often called
Hamilton’s principle or the least action principle: it states that a
dynamical system always finds an optimal course from one posi-
tion to another—or, as P.L. Moreau de Maupertuis put it, “Nature
is thrifty in all its actions”. A more formal definition will be pre-
sented in Section 4.1, but one consequence is that we can recast the
traditional way of thinking about an object accelerating in response
to applied forces into a geometric viewpoint. There, the path fol-
lowed by the object has optimal geometric properties—analog to
the notion of geodesics on curved surfaces. This point of view is
equivalent to Newton’s laws in the context of classical mechanics,
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but is broad enough to encompass areas ranging to E&M and quan-
tum mechanics.

Discrete Structure-Preserving Integrators Geometric in-
tegrators are a class of numerical time-stepping methods that ex-
ploit this geometric structure of mechanical systems [Hairer et al.
2002]. Of particular interest within this class, variational integra-
tors [Marsden and West 2001] discretize the variational formulation
of mechanics we mentioned above, providing a solution for most
ordinary and partial differential equations that arise in mechanics.
While the idea of discretizing variational formulations of mechan-
ics is standard for elliptic problems using Galerkin Finite Element
methods for instance, only recently has it been used to derive vari-
ational time-stepping algorithms for mechanical systems. This ap-
proach allows the construction of integrators with any order of ac-
curacy [West 2003; Lew 2003], and can handle constraints as well
as external forcing. Results have been shown to be equal or supe-
rior to all other types of integrators for simulations of a large range
of physical phenomena [Kane et al. 2000], making this discrete-
geometric framework both versatile and powerful.

Of particular interest in computer animation, the simplest varia-
tional integrator can be implemented by taking two consecutive po-
sitions q0 = q(t0) and q1 = q(t0+dt) of the system to compute the
next position q2 = q(t0 + 2dt). Repeating this process calculates
an entire discrete (in time) trajectory. In this chapter, we describe
the foundations necessary to derive such variational schemes based
on geometric arguments.

3 A Motivating Example: The Pendulum

Before we delve into the details of what variational integrators are,
let us first look at a simple example to exemplify how slight varia-
tions in the design of time integrators can result in widely different
behaviors.

3.1 Setup and Conventions

Consider a simple pendulum of mass m and length L, swinging
under the influence of the gravitational acceleration g. Let q(t)
represents the pendulum’s angle with the vertical at time t. As this
angle is the only degree of freedom for this simple example, we can
express the equations of motion for this system based solely on q
and its derivatives:

q̈ = − g
L

sin q, (1)

where we use the “dot” notation to represent derivatives with re-
spect to time, i.e.:

q̇ :=
dq

dt
, and q̈ :=

d2q

dt2
.

We can rewrite this equation as a system of two coupled first-order
equations in the variables q and v:

q̇ = v (2)

v̇ = − g
L

sin q (3)

If the initial conditions q(0) and q̇(0) are given, then we could theo-
retically solve this differential equation for q. Assume for a moment
that we don’t have access to the analytical solution to this problem
(in fact, as in many cases, no such solution is known). We can only
hope to approximate the solution using an integrator. To achieve
this goal, we first discretize the problem. That is, we break up time

intoN equal steps of length h, so that we no longer have a continu-
ous notion of time, but have instead a discrete set of times tk = kh.
Then, finding an approximation to the differential equation on our
new discrete time domain is tantamount to solving for the values of
the angles at the various times, i.e., finding the values qk = q(tk)
for k = 1, . . . , N .

Given this setup, how can we compute the qk’s? There are actu-
ally many choices, and the important point to realize is, not all of
them perform equally well.

3.2 Three Numerical Schemes

Assuming that the time step h is small enough with respect to all
other derivatives of q, we could leverage the well-known Taylor
expansion:

q(t+ h) = q(t) + hq̇(t) +O(h) .

Using this first order approximation, one can easily derive the fol-
lowing, straightforward update rules by applying Taylor expansion
to both q and v: {

qk+1 = qk + h vk

vk+1 = vk − h
g

L
sin qk

Given the previous values qk, vk, this method gives us an explicit
formula to compute the next values in time qk+1, vk+1; this specific
time integrator is called the explicit Euler method. Repeating this
procedure by setting k := k + 1 provides a way to compute the
whole motion.

Alternatively, we could change the time integration procedure by
evaluating the right hand sides of the former rules at the next time
step, through: {

qk+1 = qk + h vk+1

vk+1 = vk − h
g

L
sin qk+1

This method is no longer explicit, but implicit: one needs to use
a (non-linear) solver to find the pair qk+1, vk+1 that satisfy these
equations, given the current values qk and vk. This time integrator
is traditionally called the implicit Euler method.

Finally, one could use a seemingly strange mix of the two, by
first updating vk+1 explicitly, then qk+1 using the new value vk+1

(thus, still explicitly):{
vk+1 = vk − h

g

L
sin qk

qk+1 = qk + h vk+1

Notice that the difference with the first scheme is rather minimal.
However, this particular time integrator is known as the symplectic
Euler method.

These three methods are called finite difference methods, since
they approximate the left-hand side derivatives of Eqs. (2-3) by tak-
ing the difference between consecutive values. Notice in particular
that, while the implicit method is more computationally expensive,
the two others involve the exact same amount of operations. Thus,
their behavior should not be very different, right?

3.3 Comparing Integrators

Numerical tests of these three integrators reveal obvious differences
in practice (to avoid going too much into sordid details of numer-
ical analysis, we will stick to a fixed time step h = 0.01 for all
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Figure 1: Three integrators in phase space (q, p): (left) explicit, (middle) implicit, (right) symplectic. Six initial conditions are shown, with their respective
trajectories; only the symplectic integrator captures the periodic nature of the pendulum. The bold trajectories correspond to the exact same initial condition.

experiments). First, one quickly realizes that the explicit Euler suf-
fers from stability problems: the motion of the pendulum amplifies
over time! An obvious consequence is that the pendulum’s energy
increases over time, rather than being conserved. Thus, in prac-
tice, the solution often “blows up” and becomes unstable as time
progresses—not a great quality for a time integrator. Fortunately,
the implicit Euler is stable: the amplitude of the pendulum’s os-
cillations actually decreases over time, avoiding any chance of nu-
merical divergence (see Fig. 2). However, this stability comes at
a cost: the pendulum loses energy, causing the pendulum to slow
down towards a stop, even if our original equations do not include
any damping forces. Effectively, we resolved the stability issue
through the introduction of numerical dissipation—but we induced
the opposite problem instead. The symplectic method, on the other
hand, both is stable and oscillates with constant amplitudes. This
is obviously a superior method for physical simulation, given that
no additional numerical operations were needed to get the correct
qualitative behavior!

Figure 2: The pendulum: for the equation of motion of a pendulum of length
L and unit mass in a gravitation field g (left), our three integrators behave
very differently: while the explicit Euler integrator exhibits amplifying oscil-
lations, the implicit one dampens the motion, while the symplectic integrator
perfectly captures the periodic nature of the pendulum.

Now, if we are only solving for the position of the pendulum
only at one particular time, it does not really matter which method
we use: taking small enough time steps will guarantee arbitrarily
good accuracy. However, if we wish our time integrator to be glob-
ally predictive, the least we can ask for is to get a pendulum that
actually keeps on swinging. Even a simple animation of a grandfa-
ther clock or a child on a swing would look unrealistic if it seemed
to gain or lose amplitude inexplicably. In other words, the behavior
of energy over time is of key importance. But how do we know that
an integrator will have these good properties ahead of time? Can
we construct them for an arbitrary physical system? The answer, as
we shall see, comes from the world of geometric mechanics and a
concept called symplecticity.

4 Geometric Mechanics

In the familiar Newtonian view of mechanics, we begin by adding
up the forces F on a body and writing the equations of motion using
the famous second law,

F = ma, (4)

where a represents the acceleration of the body. With geomet-
ric mechanics, however, we consider mechanics from a variational
point of view. In this section, we review the basic foundations of
Lagrangian mechanics, one of the two main flavors of geometric
mechanics (we will only point to some connections with Hamilto-
nian mechanics).

4.1 Lagrangian Mechanics

Consider a finite-dimensional dynamical system parameterized by
the state variable q, i.e., the vector containing all degrees of free-
dom of the system. In mechanics, a function of a position q and
a velocity q̇ called the Lagrangian function L is defined as the ki-
netic energy K (usually, only function of the velocity) minus the
potential energy U of the system (usually, only function of the state
variable):

L(q, q̇) = K(q̇)− U(q).

Variational Principle The action functional is then introduced
as the integral of L along a path q(t) for time t ∈ [0, T ]:

S(q) =

∫ T

0

L(q, q̇) dt.

With this definition, the main result of Lagrangian dynamics,
Hamilton’s principle, can be expressed quite simply: this varia-
tional principle states that the correct path of motion of a dynamical
system is such that its action has a stationary value, i.e., the inte-
gral along the correct path has the same value to within first-order
infinitesimal perturbations. As an “integral principle” this descrip-
tion encompasses the entire motion of a system between two fixed
times (0 and T in our setup). In more ways than one, this principle
is very similar to a statement on the geometry of the path q(t): the
action can be seen as the analog of a measure of “curvature”, and
the path is such that this curvature is extremized (i.e., minimized or
maximized).

Euler-Lagrange Equations How do we determine which path
optimizes the action, then? The method is similar to optimizing an
ordinary function. For example, given a function f(x), we know
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that its critical points exist where the derivative ∇f(x) = 0. Since
q is a path, we cannot simply take a “derivative” with respect to
q; instead, we take something called a variation. A variation of
the path q is written δq, and can be thought of as an infinitesimal
perturbation to the path at each point, with the important property
that the perturbation is null at the endpoints of the path. Computing
variations of the action induced by variations δq of the path q(t)
results in:

δS(q) = δ

∫ T

0

L(q(t), q̇(t)) dt =

∫ T

0

[
∂L

∂q
· δq +

∂L

∂q̇
· δq̇
]
dt

=

∫ T

0

[
∂L

∂q
− d

dt

(
∂L

∂q̇

)]
δq dt +

[
∂L

∂q̇
· δq
]T

0

,

where integration by parts is used in the last equality. When the
endpoints of q(t) are held fixed with respect to all variations δq(t)
(i.e., δq(0) = δq(T ) = 0), the rightmost term in the above equa-
tion vanishes. Therefore, the condition of stationary action for ar-
bitrary variations δq with fixed endpoints stated in Hamilton’s prin-
ciple directly indicates that the remaining integrand in the previous
equation must be zero for all time t, yielding what is known as the
Euler-Lagrange equations:

∂L

∂q
− d

dt

(
∂L

∂q̇

)
= 0. (5)

For a given Lagrangian, this formula will give the equations of mo-
tion of the system.

Forced Systems To account for non-conservative forces or dis-
sipation F , the least action principle is modified as follows:

δ

∫ T

0

L(q(t), q̇(t)) dt+

∫ T

0

F (q(t), q̇(t)) · δq dt = 0 .

This is known as the Lagrange-d’Alembert principle.

Lagrangian vs. Hamiltonian Mechanics. Hamiltonian me-
chanics provides an alternative formulation, which is closely related
to the Lagrangian. The reader may consult any book on mechanics
for the relationships between the two descriptions. We simply point
out here (as it will be useful later) that in the Hamiltonian formu-
lation, the dynamics are described in phase space, i.e, the current
state of a dynamical system is given as a pair (q, p), where q is the
state variable, while p is the momentum, defined by p = ∂L/∂q̇.

4.2 Example

Let make the previous definitions more concrete by detailing a par-
ticularly simple example. Given a particle with mass M in a grav-
itational field, i.e., in a potential field V = Mg · q, the Lagrangian
is written:

L(q, q̇) =
1

2
q̇TMq̇ −Mg · q.

Taking the variation of the action, one gets:

δ

∫ b

a

(
1

2
q̇TMq̇ −Mg q

)
dt =

∫ b

a

(Mq̇ · δq̇ −Mg · δq) dt.

Next, we integrate the δq̇ term by parts; the boundary terms disap-
pear, since δq = 0 at the endpoints.

=

∫ b

a

(−Mq̈ −Mg) · δq dt = 0.

Since the integral equals 0 for any variation δq, the first term
inside the integral must equal 0. Therefore, the Euler-Lagrange
equations become:

Mq̈ = −Mg,

which are precisely the Newtonian equation of motion F = ma .

4.3 Symmetries and Invariants

Finally, we arrive at a crucial question: why exactly do physical
systems conserve certain quantities? If we can answer this ques-
tion and mimic the continuous dynamics in our discrete imple-
mentations, only then can we hope to get good numerical prop-
erties for our time integrators. This question is partially answered
by Noether’s theorem, an extremely powerful theorem in physics
which states that each symmetry of a system leads to a physical
invariant (i.e., a conserved quantity). For example, take the dynam-
ics of an elastic object in the void. The Lagrangian can easily be
shown to be translation invariant: translating all the mass particles
of the elastic object would not change the value of the Lagrangian.
Similarly, the Lagrangian is rotation-invariant as moving all the par-
ticles of the object by a global rotation has no reason to affect the
Lagrangian either. This means that the system has a translational
and rotational symmetry. Noether’s theorem then states that the
linear and angular momenta are preserved. These symmetries, if
respected in the discrete setting, will provide equivalent discrete in-
variants in time integrators! In fact, we will see that these invariants
can be preserved in time integrators at no extra computational cost
by simply respecting the geometric, variational nature of dynamics.

4.4 Phase Space and Symplecticity

To visualize a dynamical system, we often plot its trajectories in
phase space. In its simplest version as in the one-dimensional pen-
dulum case, it is in fact a phase plane where one axis represents the
position q and the other axis represents either velocity q̇ or, more
usually, momentum p = mq̇. Note that for higher dimensional sys-
tems, there is an additional axis corresponding to each additional
position component qi and its corresponding velocity q̇i (or mo-
mentum pi). The graphs that result from plotting the trajectories in
phase space are called phase portraits.

Going back to our motivating example of the pendulum, we can
now more clearly see the qualities/flaws of the time integrators by
looking at their respective phase portraits in Fig. 1. While the
pendulum’s phase portrait has a characteristic structure of nested,
energy-preserving orbits (since the oscillations are periodic), this
was not true for the two first discrete approximations: the trajec-
tories of explicit Euler spiraled outwards (dramatically increasing
magnitude of oscillations, thus energy), while those of implicit Eu-
ler spiraled inwards. Why did some of the phase portraits look bet-
ter than others? How can we preserve the closedness of the orbits
without making the time integrator more complicated?

One of the key features of Lagrangian flows (i.e., motions) is that
they are symplectic. Formally, this means that the flow preserves
the canonical two-form Ω = dqi ∧ dpi. In the two-dimensional
phase plane, this directly implies that the area of any phase-space
region is preserved under the flow (see Liouville’s theorem in clas-
sical mechanics). For example, let us take a given region of initial
conditions in phase-space. If we advance all these states simulta-
neously, the regions deforms under the flow in a way that preserves
the original area as shown in Fig. 3 a cat-head shaped region: this
phenomenon is called symplecticity. However, as seen on this same
figure, explicit and implicit Euler both fail the test of symplectic-
ity. Because orbits spiral outward under explicit Euler, a region
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will expand, and its area will increase. Conversely, implicit Eu-
ler decreases the area inside the evolving region. Preserving this
property of the flow in phase space for our time integrators (that
is, having them be symplectic in a discrete sense) is key to ensure
globally correct behavior!

5 Discrete Geometric Mechanics

Having quickly reviewed classical Lagrangian mechanics in the
continuous domain, we now explain how this geometric view of
mechanics can elegantly be mimicked in the discrete setting.

5.1 General Idea

The driving idea behind discrete geometric mechanics is to lever-
age the variational nature of mechanics and to preserve this varia-
tional structure in the discrete setting. In fact, very few integrators
have a variational nature: the explicit and implicit Euler methods
discussed above are not variational, and not surprisingly, they both
exhibited poor global behavior in the case of the pendulum. Instead
of simply approximating the equations of motion to first (or higher)
order as we did before, one can directly discretize the variational
principle behind them. That is, if one designs a discrete equivalent
of the Lagrangian, then discrete equations of motion can be easily
derived from it by paralleling the derivations followed in contin-
uous case. In essence, good numerical methods will come from
discrete analogs to the Euler-Lagrange equations—equations that
truly derive from a variational principle.

5.2 Discrete Lagrangian Dynamics

Setup The main idea is to discretize the least action princi-
ple directly rather than discretizing (5). To this end, a path
q(t) for t ∈ [0, T ] is replaced by a discrete path q : {t0 =
0, t1, . . . , tk, . . . , tN = T} where k,N ∈ N. Here, qk is viewed
as an approximation to q(tk).

Discrete Lagrangian The Lagrangian L is approximated
on each time interval [tk, tk+1] by a discrete Lagrangian1

Ld(qk, qk+1, h), with h being the time interval between two sam-
ples h = tk+1 − tk (chosen here to be constant for simplicity):

Ld(qk, qk+1) ≈
∫ tk+1

tk

L(q, q̇) dt.

Now, the right-hand side integral can be approximated through a
one-point quadrature, i.e., by the length of the interval times the
value of the integrand evaluated somewhere between qk and qk+1

and with q̇ replaced by (qk+1 − qk)/h:

Ld(qk, qk+1, h) = hL
(

(1− α)qk + αqk+1,
qk+1 − qk

h

)
(6)

where α ∈ [0, 1]. For α = 1/2, the quadrature is second-order
accurate, while any other value leads to linear accuracy.

1This term could also be called an action, as it is a time integral of a
Lagrangian; however, just like the term “discrete curvature” in CG refers
to a small local integral of a continuous curvature, we prefer this naming
convention.

Discrete Stationary Action Principle Given the discrete La-
grangian, the discrete action functional becomes simply a sum:

Sd :=Sd({qi}i=0..N )=

N−1∑
k=0

Ld(qk, qk+1)≈
∫ b

a

L(q, q̇) dt=S(q).

Taking fixed-endpoint variations of this discrete action Sd, we ob-
tain:

δSd =

N−1∑
k=0

[
D1Ld(qk, qk+1) · δqk +D2Ld(qk, qk+1) · δqk+1

]
,

where D1L (resp., D2L) denotes the partial derivative with respect
to the first (resp., second) arguments of L. Reindexing the right-
most terms, and using the fixed endpoint condition δq0 = δqN = 0,
one gets:

δSd =

N−1∑
k=1

[
D1Ld(qk, qk+1) +D2Ld(qk−1, qk)

]
· δqk.

Setting this variation equal to 0 and noting that each δqk is arbitrary,
we arrive at the discrete Euler-Lagrange (DEL) equations

D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0. (7)

Notice that this condition only involves three consecutive posi-
tions. Therefore, for two given successive positions qk and qk+1,
Eq. (7) defines qk+2. That is, these equations of motion are actually
the algorithm for an integrator! And since the DEL equations de-
rive from the extremization of a discrete action, such an algorithm
enforces the variational aspect of the motion numerically.

Link to Previous Numerical Schemes Let us go back to the
pendulum case. For this system, the Lagragian (kinetic energy mi-
nus potential energy) is:

L(q, q̇) =
1

2
L2q̇2 + gL cos(q).

First, the user can convince her/himself that the Euler-Lagrange
equation is indeed, Eq. (1) through a simple derivation. Second,
it is also a simple (yet, interesting) exercise to verify that the sym-
plectic Euler integrator used earlier results from the DEL equations
just described, for the particular choice of α = 0 in the quadrature
rule defined in Eq. 6.

5.3 Update Rule in Phase Space

In mechanics, the initial conditions are typically specified as a po-
sition and a velocity or momentum rather than two positions, there-
fore it is beneficial to write (7) in a position-momentum form [West
2003]. To this end, define the momentum at time tk to be:

pk := D2Ld(qk−1, qk) = −D1Ld(qk, qk+1)

where the second equality holds due to (7). The position-
momentum form of the variational integrator discussed above is
then given by:

pk = −D1Ld(qk, qk+1) , pk+1 = D2Ld(qk, qk+1). (8)

For (qk, pk) known, (8)(left) is an (often implicit) equation whose
solution gives qk+1. qk+1 is then substituted in (8)(right) to find
pk+1. This provides an update rule in phase space.
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Figure 3: Symplecticity [reproduced from [Hairer et al. 2002]]: while a continuous Lagrangian system is symplectic (that is to say, in this simple case, an area
in phase space evolves along the flow without changing its area), discrete time integrators rarely share this property. From our three time integrators compared
in Section 3, only the last one is symplectic. In the background, the reader will recognize the shape of the orbits obtained in Fig. 1(right).

5.4 Adding Dissipation

In case of forcing and/or dissipation, the discrete action can be mod-
ified by adding the non-conservative force term and using the dis-
crete Lagrange-d’Alembert principle [Marsden and West 2001]:

δSd +

N∑
k=0

(
F−d (qk, qk+1) · δqk + F+

d (qk, qk+1) · δqk+1

)
=0.

where F−d (qk, qk+1) and F+
d (qk, qk+1) are discrete external forces

acting respectively on the right of qk and on the left of qk+1.
In other words, F−d (qk, qk+1) · δqk + F+

d (qk, qk+1) · δqk+1 can
be seen as a two-point quadrature of the continuous forcing term∫ tk+1

tk
F · δq dt. The forced discrete Euler-Lagrange equations can

be expressed in a convenient, position-momentum form as follows:

pk = −D1Ld(qk, qk+1)− F−d (qk, qk+1) ,

pk+1 = D2Ld(qk, qk+1) + F+
d (qk, qk+1).

This variational treatment of energy decay, despite its simplicity,
has also been proven superior to the usual time integration schemes
that often add numerical viscosity to get stability [West 2003].

5.5 Last Words

Variational integrators often perform better than their non-
variational counterparts because they preserve the underlying ge-
ometry of the physical system. This has two important conse-
quences. First, the integrators are guaranteed to be symplectic,
which in practice will result in excellent energy behavior, rather
than perpetual damping or blowing up. Second, they are also guar-
anteed to preserve discrete momenta of the system (via a discrete
version of Noether’s theorem). As a consequence, simulations and
animations using these integrators usually have great physical and
visual fidelity with low computational cost, even for dissipative
systems (see [Kharevych et al. 2006] for a discussion on damp-
ing in animation). To build upon this short introduction, the reader
is invited to investigate recent developments in variational integra-
tors, such as Lie group integrators, Hamilton-Pontryagin integra-
tors, asynchronous variational updates (where timesteps are differ-
ent for each mesh element), and stochastic variational integrators.

Caveat: The reader may be misled into thinking that ex-
plicit variational schemes does not require the typical Courant-
Friedrichs-Levy (CFL) condition (or equivalent) on the time step
size. This is, of course, untrue: the same usual theoretical lim-
itations of explicit schemes are still valid for symplectic explicit
schemes. However, we can easily design symplectic implicit
schemes that do not share this particular limitation, generally al-
lowing for much larger time steps. Finally, we can make them of ar-
bitrarily higher order by simply improving the quadrature rule used
to convert the continuous Lagrangian into a discrete Lagrangian.
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